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Outline 
• Who am I?  
• The University of Tübingen, Germany / M  
• Data Science and Analytics Research (DSAR) 

Group  
• Explainable AI (XAI) - CancelOut  
• Fairness in AI  
• Deep Learning for Tabular Data
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Who am I?

- 2013: Got the master’s degree from Voronezh State Technical 
University; 

- 2014: Moved to Bremen, Germany,  
- 2015: Did an internship in Kobe, Japan - Nanotubes and etc 
- 2016: Got my second master’s degree from City Bremen University of 

Applied Science.   
- 2016: Fraunhofer Institute in Dresden, Germany  
- 2017: Research Assistant at Reutlingen University, Germany 
- Since 2018: I’m a Research Assistant at Tübingen University doing 

Machine Learning (ML). 
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Tübingen, Germany
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The University of Tübingen

 

Founded in 1477. 
Students ++28,515 
Top 10 Universities in Germany.  
An AI capital of Germany.  

http://bethgelab.org/research/machine_learning/style_transfer/
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The University of Tübingen (Bethge Lab)

http://bethgelab.org/research/machine_learning/style_transfer/L. A. Gatys, A. S. Ecker, and M. Bethge Image Style Transfer Using Convolutional 
Neural Networks Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition, 2016

http://bethgelab.org/research/machine_learning/style_transfer/
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Max Planck Institute for Intelligent Systems,  
Tübingen

CATEGORIZATION AND/OR 
CHAPTER

Bernhard Schölkopf,  
Head of MPI Tübingen
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Max Planck Institute for Intelligent Systems,  
Tübingen - Autonomous Driving

CATEGORIZATION AND/OR 
CHAPTER

Andreas Geiger 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Data Science and Analytics Research (DSAR) Group  

 

http://bethgelab.org/research/machine_learning/style_transfer/
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Our Research 

 

Online Feature Selection

Gaussian Process Scaling using Deep Learning

Empowerment Through Attainable Counterfactuals (NeurIPS 2019 paper 
“Towards User Empowerment” M.Pawelczyk et. al.) 

CancelOut: A Layer for Feature Selection in Deep Neural Networks (ICANN 
2019 paper, V.Borisov et. al.) 

http://bethgelab.org/research/machine_learning/style_transfer/
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CancelOut Layer for NNs 

 

Paper: CancelOut: A Layer for Feature Selection in Deep Neural Networks (ICANN 2019 paper, V.Borisov et. al.) 

GitHub: https://github.com/unnir/CancelOut

http://bethgelab.org/research/machine_learning/style_transfer/
https://github.com/unnir/CancelOut
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CancelOut Layer for NNs - Unsupervised Feature 
Selection

 

http://bethgelab.org/research/machine_learning/style_transfer/
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VAE (C-CHVAE) for Counterfactual Search
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Fairness in AI 
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Fairness in AI 

+++ What are we doing? 
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Deep Learning for Tabular Data 
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Deep Learning for Tabular Data 

TabNet from Google Brain. https://arxiv.org/abs/1908.07442

https://arxiv.org/abs/1908.07442
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My Tips for Mastering ML. 
- Go to the lectures! 
- Read papers if you want to understand the theory; 
- Do Kaggle if you want to know the ML tools; 
- ODS.ai; 
- Collaboratel; 
- И всегда спрашивайте вопросы! 
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Thank you. 
Vadim Borisov  
Sand 14 - C207 
72074 Tübingen · Germany 
Phone: +49 7071 29-00000 
vadim.borisov@uni-tuebingen.de


