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9. Цели и задачи учебной дисциплины:  
Цель:  

Целью курса является формирование теоретических знаний о методах, моделях и прие-
мах, позволяющих с помощью математико-статистического инструментария, современных 
информационных технологий и данных экономической статистики придать количественные 
выражения закономерностям экономической теории, а также формирование навыков исполь-
зования информации, методов и программных средств ее сбора, обработки и анализа для 
информационно-аналитической поддержки принятия управленческих решений, формализа-
ции прикладных задач, работы с пакетами прикладных программ. 

 
Задачи: 

 освоение методов, моделей и алгоритмов выявления и исследования количественных 
связей между показателями социально-экономических процессов;  

 сформировать практические навыки и умения сбора и анализа информации для поддерж-
ки принятия решений, формализации прикладных задач;  

 освоение современных пакетов прикладных программ, закрепление навыков и умения 
применения методов и программных средств обработки и анализа информации для реализа-
ции алгоритмов эконометрического моделирования;  

 приобретение навыков содержательной интерпретации результатов моделирования. 

 
10. Место учебной дисциплины в структуре ООП:  

Учебная дисциплина относится к обязательной части Блока 1. 
 

11. Планируемые результаты обучения по дисциплине/модулю (знания, умения, 
навыки), соотнесенные с планируемыми результатами освоения образователь-
ной программы (компетенциями выпускников): 
 
Код Название ком-

петенции 
Код(ы) Индикатор(ы) Планируемые результаты обучения 

ОПК-
4 
 

Способен ис-
пользовать 
информацию, 
методы и про-
граммные 
средства ее 
сбора, обра-
ботки и анали-
за для инфор-
мационно-
аналитической 
поддержки 
принятия 
управленче-
ских решений 

ОПК-
4.1 

Собирает и ана-
лизирует ин-
формацию для 
поддержки при-
нятия решений 

Знать: основные проблемы и 
направления развития теории и прак-
тики эконометрического моделирова-
ния; специфику применения совре-
менного эконометрического модели-
рования;  
Уметь: работать с информацион-

ными источниками. 
Владеть (иметь навык(и)): навы-

ками сбора и анализа статистических 
данных.  

ОПК-
4.2 

Использует ме-
тоды и про-
граммные сред-
ства обработки 
информации 

Знать методы обработки и анализа 
финансово-экономической информа-
ции, в том числе с использованием 
цифровых платформ, интеллекту-
альных информационно-
аналитических систем, технологий 
искусственного интеллекта; 

Уметь: использовать информаци-
онно-аналитические системы анали-
за финансово-экономической инфор-
мации для выбора обоснования 
управленческих решений; 

Владеть (иметь навык(и)): навы-
ками обработки реальных статисти-
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ческих данных; навыками примене-
ния эконометрических пакетов для 
построения и диагностики экономет-
рических моделей 

ОПК-
4.3 

Использует ме-
тоды и про-
граммные сред-
ства анализа 
информации 

Знать: основные классы экономет-
рических моделей, эконометрических 
функций и эконометрических мето-
дов; методы построения эконометри-
ческих моделей;  

Уметь: применять стандартные 
методы построения эконометриче-
ских моделей, обрабатывать стати-
стическую информацию и получать 
статистически обоснованные выво-
ды, давать содержательную интер-
претацию результатов эконометри-
ческого моделирования; 

Владеть (иметь навык(и)): навы-
ками эконометрического моделиро-
вания; навыками использования 
средств эконометрического модели-
рования при построении и анализе 
эконометрических моделей. 

 
 
12. Структура и содержание учебной дисциплины  

Объем дисциплины в зачетных единицах/часах в соответствии с учебным 
планом — 2/72. 

Форма промежуточной аттестации зачет. 

13.  Виды учебной работы 

Вид учебной работы 

Трудоемкость (часы) 

Всего 
По семестрам 

5 семестр 

Аудиторные занятия 50 50 
в том числе:    

лекции 16 16 
практические   

лабораторные 34 34 
Самостоятельная работа 22 22 

Форма промежуточной аттестации 
(зачет – 0 час. / экзамен  – __час.) 

0 0 

Итого 72 72 
13.1. Содержание разделов дисциплины 
 
№ 
п/п Наименование разде-

ла дисциплины 
Содержание раздела дисциплины 

Реализация раз-
дела дисциплины 

с помощью он-
лайн-курса, ЭУМК 

1. Лекции 
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1.1 Основные понятия и 
общие принципы эко-
нометрического моде-
лирования 

Эконометрика и ее место в ряду дру-
гих экономических и статистических 
дисциплин. Типы моделей, которые 
применяются для анализа или прогноза. 
Типы данных при моделировании эко-
номических процессов. Основные ста-
дии процесса эконометрического моде-
лирования. Информационные техноло-
гии эконометрических исследований. 
Основные этапы построения модели. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

1.2 Однофакторные ре-
грессионные модели и 
метод их построения 

Статистическая зависимость (незави-
симость) случайных переменных. Кова-
риация. Анализ линейной статистиче-
ской связи экономических данных, кор-
реляция; вычисление коэффициентов 
корреляции. Линейная модель парной 
регрессии. Метод наименьших квадра-
тов (МНК). Оценка качества уравнения 
регрессии: коэффициент корреляции, 
дисперсионное отношение Фишера, 
проверка значимости коэффициентов 
регрессии по t-критерию. Содержатель-
ная интерпретация параметров регрес-
сии. Классификация нелинейных эконо-
метрических моделей по возможности 
их линеаризации: модели, линейные по 
параметрам; внутренне линейные и не-
линейные модели.  

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

1.3 Модель множествен-
ной регрессии и мето-
ды ее построения 

Общий вид модели множественной ре-
грессии. Отбор факторов при построе-
нии множественной регрессии. МНК в 
матричной форме. Статистические 
свойства оценки наименьших квадратов. 
Теорема Гаусса-Маркова. Свойства 
оценок регрессионных коэффициентов 
при выполнении условий теоремы Гаус-
са – Маркова: несмещенность, состоя-
тельность, эффективность. Обобщен-
ный метод наименьших квадратов 
(ОМНК).  

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

1.4 Специальные аспекты 
множественной ре-
грессии 

Спецификация многофакторных ре-
грессионных моделей. Случай исключе-
ния существенных независимых пере-
менных и включения несущественных 
переменных. Эффекты неправильной 
спецификации. Мультиколлинеарность и 
ее эффекты. Удаление линейно связан-
ных факторов. Выявление и устранение 
гетероскедастичности остатков. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

1.5 Временные ряды Структура и особенности временных 
рядов экономических показателей. Тре-
бования, предъявляемые к информаци-
онной базе временных рядов. Методы 
обнаружения и устранения аномальных 
наблюдений во временных рядах. Ме-
тоды выявления тенденций во времен-

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  
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ных рядах. Критерии устойчивости и ко-
леблемости экономических процессов 
(уровней временного ряда).. Сглажива-
ние и экстраполяция временных рядов 
(скользящее среднее, экспоненциаль-
ное сглаживание). Модели авторегрес-
сии порядка p, модели скользящего 
среднего порядка q, авторегрессионные 
модели со скользящим средним. 

Автокорреляция: суть явления и его 
последствия. Обнаружение автокорре-
ляции: критерий серий, критерий Дарби-
на-Уотсона для обнаружения автокор-
реляции первого порядка. Выявление и 
устранение автокорреляции остатков. 

1.6 Системы эконометри-
ческих уравнений 

Общий вид системы одновременных 
уравнений. Модель спроса-предложения 
как пример системы одновременных 
уравнений. Условия идентифицируемо-
сти уравнений системы. Структурная и 
приведенная формы эконометрической 
модели, построенной на базе систем 
одновременных уравнений. Рекурсивная 
модель как частный случай модели в 
структурной форме. Идентификация си-
стем одновременных уравнений (стати-
стическое оценивание неизвестных зна-
чений параметров системы): идентифи-
кация рекурсивных систем, косвенный 
метод наименьших квадратов, двухша-
говый МНК оценивания структурных па-
раметров отдельного уравнения, трех-
шаговый МНК одновременного оцени-
вания всех параметров системы. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

2. Лабораторные занятия 
2.1 Однофакторные ре-

грессионные модели и 
метод их построения 

Построение линейной модели парной 
регрессии. Оценка качества уравнения 
регрессии. Содержательная интерпре-
тация параметров регрессии. Построе-
ние моделей, линейных по параметрам. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

2.2 Модель множествен-
ной регрессии и мето-
ды ее построения 

Построение модели множественной 
регрессии. Оценка качества уравнения 
регрессии. Содержательная интерпре-
тация параметров регрессии. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

2.3 Специальные аспекты 
множественной ре-
грессии 

Мультиколлинеарность и ее эффекты. 
Удаление линейно связанных факторов. 
Выявление и устранение гетеро-
скедастичности остатков. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  

2.4 Временные ряды 

Эконометрический анализ временных 
рядов. 

Б1.О.14 Эконо-
метрика 
https://edu.vsu.ru/c
ourse/view.php?id=
11081  
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13.2. Темы (разделы) дисциплины и виды занятий 

№ 
п/
п 

Наименование раздела 
дисциплины 

Виды занятий (часов) 

Лекции Практические Лабораторные 
Самостоятель-

ная работа 
Всего 

1 Основные понятия и 
общие принципы эко-
нометрического моде-
лирования 

1     2 4 

2 Однофакторные ре-
грессионные модели и 
метод их построения 

4   8 4 14 

3 Модель множествен-
ной регрессии и мето-
ды ее построения 

4   10 5 16 

4 Специальные аспекты 
множественной ре-
грессии 

2   8 5 14 

5 Временные ряды 3   8 4 14 
6 Системы эконометри-

ческих уравнений 2     2 10 

 Итого: 16 0 34 22 72 
 
14. Методические указания для обучающихся по освоению дисциплины 

Работа с конспектами лекций, выполнение лабораторных работ по дисциплине, исполь-
зование рекомендованной литературы и методических материалов, ответы на контрольные во-
просы. Самостоятельная работа студентов включает подготовку к лабораторным занятиям, 
написание отчетов, поиск, анализ и структурирование информации для проведения экономет-
рических исследований, самостоятельную работу по построению эконометрической модели и 
ее анализу. 

При использовании дистанционных образовательных технологий и электронного обуче-
ния выполнять все указания преподавателей по работе на LMS-платформе, своевременно 
подключаться к online-занятиям, соблюдать рекомендации по организации самостоятельной 
работы. 

 
15. Учебно-методическое и информационное обеспечение дисциплины 

 
а) основная литература: 

№ п/п Источник 

1. 
Кийко, П. В. Эконометрика. Регрессионные модели : учебное пособие / П. В. Кийко, Н. В. 
Щукина. — Омск : Омский ГАУ, 2021. — 83 с. — ISBN 978-5-89764-962-4. — Текст : элек-
тронный // Лань : электронно-библиотечная система.  

2. 
Новиков, А. И. Эконометрика : учебное пособие / А. И. Новиков. – 3-е изд. – Москва : Даш-
ков и К°, 2021. – 224 с. : ил., табл., граф. – (Учебные издания для бакалавров). – Режим 
доступа: по подписке. – URL: https://biblioclub.ru/index.php?page=book&id=684224 

3. 
Носко, В. П. Эконометрика : учебник : в 2 книгах / В. П. Носко. — Москва : Дело РАНХиГС, 
2021 — Книга 1 — 2021. — 704 с. — ISBN 978-5-85006-294-1. — Текст : электронный // 
Лань : электронно-библиотечная система.  

 
б) дополнительная литература: 

№ п/п Источник 

4. 
Яковлев В. П. Эконометрика : учебник / В.П. Яковлев .— Москва : Дашков и К°, 2019 .— 
384 с. : ил. — (Учебные издания для бакалавров) .— Библиогр. в кн .— http://biblioclub.ru/ 
.— ISBN 978-5-394-02532-7 .— <URL:http://biblioclub.ru/index.php?page=book&id=573359 

5. 
Замков О. О. Эконометрические методы в макроэкономическом анализе / О.О. Замков. – 
М.: ГУ ВШЕ, 2001. – 122 с. 

6. Путко, Б. А. Эконометрика : учебник / Б.А. Путко, Н.Ш. Кремер ; ред. Н. Ш. Кремер .— 3-е 
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изд., перераб. и доп. — Москва : Юнити, 2012 .— 329 с. — (Золотой фонд российских 
учебников) .— http://biblioclub.ru/ .— ISBN 978-5-238-01720-4 .— 
<URL:http://biblioclub.ru/index.php?page=book&id=118251> 

 
в) информационные электронно-образовательные ресурсы: 

№ п/п Источник 

1 
Электронный каталог Научной библиотеки Воронежского государственного университета. 
– Режим доступа: http//www.lib.vsu.ru 

2 Электронно-библиотечная система «Лань». – Режим доступа: https://e.lanbook.com. 
3 Университетская библиотека on-line Режим доступа: https://biblioclub.ru/ 

4 
Б1.О.14 Эконометрика / И.Н.Булгакова. –– Образовательный портал «Электронный уни-
верситет ВГУ». ––  Режим доступа: https://edu.vsu.ru/course/view.php?id=11081 

 

16. Перечень учебно-методического обеспечения для самостоятельной работы  
№ п/п Источник 

1 Шанченко Н.И. Эконометрика: лабораторный практикум – Ульяновск, УлГТУ, 2004. – 79 с. 

2 

Воскобойников, Ю. Е. Эконометрика в Excel: парные и множественные регрессионные мо-
дели : учебное пособие / Ю. Е. Воскобойников. — 2-е изд., стер. — Санкт-Петербург: Лань, 
2022. — 260 с. — ISBN 978-5-8114-2318-7. — Текст: электронный // Лань: электронно-
библиотечная система. — URL: https://e.lanbook.com/book/213062  

3 

Булгакова И. Н. Эконометрика [Электронный ресурс] : лабораторный практикум : учебно-
методическое пособие : для студентов 3-го курса направления 38.03.05 - Бизнес-
информатика / И. Н. Булгакова ; Воронеж. гос. ун-т .— Электрон. текстовые дан. — Воро-
неж : Издательский дом ВГУ, 2021 .— Загл. с титул. экрана .— Режим доступа: для заре-
гистрированных читателей ВГУ .— Текстовый файл .— 
<URL:http://www.lib.vsu.ru/elib/texts/method/vsu/m21-131.pdf>. 

4 
Б1.О.14 Эконометрика / И.Н.Булгакова. –– Образовательный портал «Электронный уни-
верситет ВГУ». ––  Режим доступа: https://edu.vsu.ru/course/view.php?id=11081 

 
17. Информационные технологии, используемые для реализации учебной дис-
циплины, включая программное обеспечение и информационно-справочные си-
стемы (при необходимости) 

Дисциплина реализуется с применением электронного обучения и дистанционных обра-
зовательных технологий. Для организации занятий рекомендован онлайн-курс «Эконометрика 
копия 2», размещенный на платформе Электронного университета ВГУ (LMS moodle) 
https://edu.vsu.ru/course/view.php?id=11081, а также Интернет-ресурсы, приведенные в п.15в. 

 
 
18. Материально-техническое обеспечение дисциплины: 

Учебная аудитория для проведения лекций: специализированная мебель, компьютер (но-
утбук), мультимедийное оборудование (проектор, экран, средства звуковоспроизведения), до-
пускается использование переносного оборудования.  

ОС Windows8 (10), интернет-браузер (GoogleChrome, MozillaFirefox), с возможностью под-
ключения к сети «Интернет» и платформе Электронного университета ВГУ (LMS moodle), ПО 
AdobeReader, пакет стандартных офисных приложений для работы с документами (MS Office, 
Мой Офис, LibreOffice). 

Учебная аудитория для проведения практических и лабораторных занятий, организации 
самостоятельной работы, проведения текущих и промежуточных аттестаций: специализиро-
ванная мебель, компьютер (ноутбук) для преподавателя, персональные компьютеры для воз-
можности организации индивидуальной работы обучающихся, мультимедийное оборудование 
(проектор, экран, средства звуковоспроизведения), допускается использование переносного 
оборудования.  

ОС Windows8 (10), интернет-браузер (GoogleChrome, MozillaFirefox), с возможностью под-
ключения к сети «Интернет» и платформе Электронного университета ВГУ (LMS moodle), ПО 
AdobeReader, пакет стандартных офисных приложений для работы с документами (MS Office, 
Мой Офис, LibreOffice), специализированное ПО по тематике дисциплины (допускается демо-
версия или виртуальный аналог ПО). 
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19. Оценочные средства для проведения текущей и промежуточной аттестаций: 

Порядок оценки освоения обучающимися учебного материала определяется содержанием 
следующих разделов дисциплины: 

№ 
п/п 

Наименование разде-
ла дисциплины (моду-

ля) 

Компе-
тенция(и) 

Индикатор(ы) 
достижения 
компетенции 

Оценочные средства  

1. 

Основные понятия и 
общие принципы эко-
нометрического моде-
лирования 

ОПК-4 
ОПК-4.1 
ОПК-4.2 
ОПК-4.3 

Контроль самостоятельной работы 
(проверка конспектов лекций, промежу-
точный контроль выполнения лабора-
торных работ); 

Тестовые задания  
 

2. 
Однофакторные ре-
грессионные модели и 
метод их построения 

3. 
Модель множествен-
ной регрессии и мето-
ды ее построения 

4. 
Специальные аспекты 
множественной ре-
грессии 

5. Временные ряды 

6. 
Системы эконометри-
ческих уравнений 

Промежуточная аттестация 
форма контроля – зачет 

Практическое задание,  
контрольные вопросы 

 

20. Типовые оценочные средства и методические материалы, определяющие 
процедуры оценивания   

20.1. Текущий контроль успеваемости 

Контроль успеваемости по дисциплине осуществляется с помощью промежуточного кон-
троль выполнения лабораторных работ и тестовых заданий. 

1. Примерные тестовые задания 
 
ОПК- 4 Способен использовать информацию, методы и программные средства ее сбора, 

обработки и анализа для информационно-аналитической поддержки принятия управленческих 
решений. 

 
Вариант 1. 
 

Вопросы с выбором ответа. 

1. При верификации модели регрессии получены данные: 
Коэффициент корреляции       0,87 
Коэффициент детерминации      0,76 
Средняя ошибка аппроксимации      0,059 
Расчетное значение статистики Фишера F    22,81 
Соответствующее критическое значение критерия Фишера  3,68 
 
Укажите верные выводы:  
а) построенное уравнение регрессии объясняет 87% вариации зависимой переменной; 
б) средняя ошибка аппроксимации не превышает установленного предела в 15 %, 

что свидетельствует о хорошем качестве модели; 
в) расчетное значение критерия Фишера превышает соответствующее табличное 

(критическое) значение. Найденное уравнение регрессии статистически надежно. 
г) регрессия установила наличие тесной обратной связи между признаками x и y. 
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2. Зависимость последовательности остатков регрессии друг от друга в экономет-
рике называют 

а) гомокедастичностью остатков; 
б) мультиколлинеарностью остатков; 
в) автокорреляцией остатков; 
г) гетероскедастичностью остатков 
 

3. При расчете коэффициентов автокорреляции уровней временного ряда получе-
ны результаты: 

r1 r2 r3 r4 r5 r6 r7 r8 
0,78 0,22 0,16 0,98 0,11 0,68 0,003 0,97 

Укажите верное утверждение: 
а) временной ряд содержит сильную нелинейную тенденцию; 
б) временной ряд содержит сильную линейную тенденцию; 
в) временной ряд содержит циклические колебания с циклом, равным четырем пе-

риодам времени; 
г) временной ряд содержит циклические колебания с циклом, равным семи периодам 

времени. 
 

4. Множественный линейный коэффициент корреляции 𝒓𝒚𝒙𝟏𝒙𝟐
 равен 0,75. Какой 

процент вариации зависимой переменной y учтен в модели и обусловлен влиянием 
факторов 𝒙𝟏 и 𝒙𝟐 ? 

а) 56,2;  
б) 75; 
в) 37,5 
 

Вопросы, требующие расчетов 

5. В процессе верификации результатов линейной парной регрессии при 17 наблюдениях 
стало известно, что коэффициент детерминации R2=0,71. Найти расчетное значение критерия 
Фишера._______ 

Ответ: 36,72 

Вопросы с развернутыми ответами 

6. Имеется матрица парных коэффициентов корреляции: 

 y x1 x2 x3 
y 1    
x1 -0,782 1   
x2 0,451 0,564 1  
x3 0,842 -0,873 0,303 1 

Между какими признаками наблюдается коллинеарность: ______________________ 

Ответ: x1, x3 
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Вариант 2. 

 
Вопросы с выбором ответа 
 
1. Зависимая переменная в эконометрике – это: 

a. Параметр, состоящий из случайной и неслучайной величин 
b. Некоторая переменная регрессионной модели, которая является функцией ре-

грессии с точностью до случайного возмущения 
c. Переменная, которая получается путем перевода качественных характеристик в ко-

личественные, т.е. путем присвоения цифровой метки 
d. Система внутренних связей между явлениями национальной экономики 

 
2. Если коэффициент детерминации в парной линейной регрессии равен 0,8, то это 
означает что: 

a. при увеличении фактора на 1% зависимый показатель изменяется на 0,8%; 
b. при увеличении фактора на единицу зависимый показатель увеличивается на 0,8 

единиц измерения; 
c. доля объясненной дисперсии составляет 80%; 
d. доля необъясненной дисперсии составляет 80% 
 

3. Для расчета критического значения распределения Стьюдента служат следующие па-
раметры:  

a. количество зависимых переменных  
b. объем выборки и количество объясняющих переменных  
c. коэффициент детерминации  
d. уровень значимости  
e. средняя ошибка апроксимации 
 

4. Факторы, включаемые во множественную регрессию должны быть: 
a. количественно измеримы; 
b. функционально зависимы; 
c. независимы или слабо коррелированны; 
d. явно коллинеарны. 
e. Агрегированными 

 
5. Оценка значимости параметров уравнения регрессии осуществляется на основе: 

a) t - критерия Стьюдента; 
b) F - критерия Фишера – Снедекора; 
c) средней квадратической ошибки; 
d) средней ошибки аппроксимации. 

 
6. Укажите способы определения типа тенденции временного ряда: 

a) качественный анализ изучаемого процесса; 
b) построение и визуальный анализ графика; 
c) применение статистических критериев; 
d) анализ автокорреляционной функции; 
e) критерием Ирвина 

 
7. Какой коэффициент определяет среднее изменение результативного признака при из-
менении факторного признака на 1 %: 

a) коэффициент регрессии; 
b) коэффициент детерминации; 
c) коэффициент корреляции; 
d) коэффициент эластичности. 
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8. Говорят, что факторы, включенные в уравнение регрессии, мультиколлинеарны, если 
a) все коэффициенты корреляции 𝑟௫೔௫ೕ

≤ 0,5;  

b) все коэффициенты корреляции 𝑟௫೔௫ೕ
≥ 0,5;  

c) определитель матрицы межфакторной корреляции близок к нулю; 
d) определитель матрицы межфакторной корреляции близок к единице. 

 
Критерий оценивания Шкала оценок 

Вопросы с одним верным ответом 
Верный ответ  1 балл 
Неверный ответ 0 баллов 

Вопросы с тремя верными ответами 

Один верный ответ 0,33 баллов 

Два верных ответа 0,66 баллов 

Три верных ответа 1 балл 

Нет верных ответов 0 баллов 

 
Описание технологии проведения 
Текущая аттестация проводится на занятии одновременно во всей учебной группе в виде 

теста в электронной образовательной среде «Электронный университет ВГУ», адрес курса —
 https://edu.vsu.ru/course/view.php?id=11081.  

Тест составляется из материалов ФОСа, формируется системой автоматически путём до-
бавления случайных вопросов, количество которых соответствует имеющимся образцам биле-
тов. Большая часть вопросов проверяется автоматически, проверки преподавателем с ручным 
оцениванием требуют только отдельные вопросы, представленные в форме эссе. Ограничение 
по времени на каждую попытку — 45 минут. 

 

20.2. Промежуточная аттестация 

Промежуточная аттестация по дисциплине осуществляется в виде практических заданий, 
выполняемых на лабораторных занятиях в аудитории (внеаудиторное домашнее выполнение 
лабораторных работ не предусмотрено), и контрольных вопросов по выполненным работам. 
После выполнения лабораторной работы обучающийся формирует отчет о проделанной рабо-
те, включающий анализ характеристик, полученных при расчетах.  

 
1. Пример задания на лабораторную работу 

Задание 1. По территориям региона приводятся данные за 20ХX г.  

Номер 
региона 

Среднедушевой прожиточный минимум 
в день одного трудоспособного, руб., x  

Среднедневная заработная плата, руб., 
y  

1 85 142 
2 89 148 
3 87 142 
4 79 154 
5 89 164 
6 113 195 
7 67 139 
8 98 167 
9 82 152 

10 87 162 
11 86 155 
12 117 173 

Требуется: 
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1. Построить линейное уравнение парной регрессии y  по x . 

2. Рассчитать линейный коэффициент парной корреляции, коэффициент детермина-
ции и среднюю ошибку аппроксимации. 

3. Оценить статистическую значимость уравнения регрессии в целом и отдельных па-
раметров регрессии и корреляции с помощью F -критерия Фишера и t -критерия Стьюдента. 

4. Выполнить прогноз заработной платы y  при прогнозном значении среднедушевого 

прожиточного минимума x , составляющем 107% от среднего уровня. 
5. Рассчитать и интерпретировать коэффициент эластичности. 
6. Оценить точность прогноза, рассчитав ошибку прогноза и его доверительный интер-

вал. 
7. На одном графике отложить исходные данные и теоретическую прямую. 

 
Задание 2. На основе статистических данных за 16 месяцев, приведенных в таблице, 

проведите корреляционно-регрессионный анализ с целью выявления мультиколлинеарности. 
Определить переменные, включаемые в модель. 

Исходные данные 

№ п.п 

Y Х1 X2 X3 X4 X5 

Объем реализа-
ции 

Время 
Затраты на 

рекламу 
Цена това-

ра 

Средняя цена 
товара у конку-

рентов 

Индекс потреби-
тельских расходов 

1 126 1 4,0 15,0 17,0 100,0 
2 137 2 4,8 14,8 17,3 98,4 
3 148 3 3,8 15,2 16,8 101,2 
4 191 4 8,7 15,5 16,2 103,5 
5 274 5 8,2 15,5 16,0 104,1 
6 370 6 9,7 16,0 18,0 107,0 
7 432 7 14,7 18,1 20,2 107,4 
8 445 8 18,7 13,0 15,8 108,5 
9 367 9 19,8 15,8 18,2 108,3 

10 367 10 10,6 16,9 16,8 109,2 
11 321 11 8,6 16,3 17,0 110,1 
12 307 12 6,5 16,1 18,3 110,7 
13 331 13 12,6 15,4 16,4 110,3 
14 345 14 6,5 15,7 16,2 111,8 
15 364 15 5,8 16,0 17,7 112,3 
16 384 16 5,7 15,1 16,2 112,9 

 
Используя матричную форму метода наименьших квадратов, рассчитать: 
1) коэффициенты регрессии; 
2) стандартные ошибки коэффициентов регрессии; 
3) множественный индекс корреляции; 
4) бетта - коэффициенты; 
5) парные коэффициенты корреляции; 
6) множественный коэффициент корреляции; 
5)   дисперсионное отношение Фишера. 

Построение модели начать с тестирования на гетероскедастичность. 
 
Задание 3. По заданному временному ряду построить авторегрессионные модели первого, 
второго и третьего порядка. Провести их анализ. 
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Описание технологии проведения:  
Средство промежуточного контроля усвоения разделов дисциплины, организованное в 

виде собеседования преподавателя и обучающегося 
 

Критерии оценивания качества выполнения практических (лабораторных) работ: 
Параметр  Результат 

Выполнены ВСЕ лабораторные работы по дисциплине, хорошее 
знание основных терминов и понятий курса; знание и владение мето-
дами и средствами решения практических задач; понимание связей и 
иерархии подразделов эконометрического моделирования, знание на 
хорошем уровне методов и технологий построения эконометрических 
моделей, последовательное изложение материала курса; достаточно 
полные ответы на теоретические вопросы при сдаче зачета; умение 
использовать фундаментальные понятия из базовых общепрофесси-
ональных, специальных дисциплин при ответе на зачете. 

«зачтено» 

Отсутствие на занятиях, вследствие чего лабораторные работы 
выполнены частично или не выполнены совсем, студентом не предо-
ставлялись лабораторные работы для проведения текущей аттеста-
ции, вариант лабораторной работы не соответствует заранее закреп-
ленному за студентом, неудовлетворительное знание основных тер-
минов и понятий курса; неумение решать практические задачи; непо-
нимание связей и иерархии подразделов эконометрического модели-
рования, незнание методов и технологий построения эконометриче-
ских моделей отсутствие логики и последовательности в изложении 
материала курса; неумение формулировать отдельные выводы и 
обобщения по теме вопросов; неумение использовать фундаменталь-
ные понятия из базовых общепрофессиональных, дисциплин при отве-
тах на зачете 

«не зачтено» 

 
2. Перечень вопросов к зачету  
1. Что называется, линейной регрессионной моделью (ЛРМ)? Какие практические задачи 

могут решаться с помощью парной регрессии?  
2. Как оценить параметры ЛРМ методом наименьших квадратов (МНК)? 
3. Каким требованиям должна удовлетворять классическая ЛРМ? Сформулируйте теорему 

Гаусса-Маркова.  
4. Какая оценка параметра называется эффективной? Какие статистические свойства у 

оценок параметров в нормальной классической ЛРМ?   
5. Как проверяются гипотезы для значений параметров и строятся доверительные интер-

валы в нормальной классической ЛРМ? 
6. Как вычисляется коэффициент детерминации и дисперсионное отношение Фишера? Как 

проверяется гипотеза о значимости модели?  
7. Установите связь между F-отношением Фишера и коэффициентом детерминации R2. 
8. Представьте основные нелинейные модели. Опишите процесс линеаризации. 
9. Как осуществляется прогнозирование в ЛРМ? Как строятся доверительные интервалы 

для прогноза. 
10. Как определяется эластичность в линейной и нелинейных моделях. 
11. Определите множественную ЛРМ. Какие практические задачи могут решаться с помо-

щью множественной регрессии? 
12. Как производится оценка параметров множественной ЛРМ? Как выглядит система 

нормальных уравнений? Опишите способ ее решения. 
13. Какая множественная ЛРМ называется классической? Перечислите условия Гаусса-

Маркова для множественной регрессии. 
14. Как оценивается качество множественной регрессии с помощью коэффициента детер-

минации и отношения Фишера? Как проверить гипотезу о значении параметра модели? 
15. Опишите процедуру вычисления скорректированного коэффициента детерминации. 

Для каких целей он используется? 
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16. Когда наблюдается полная, а когда частичная мультиколлинеарность? Опишите при-
знаки частичной мультиколлинеарности и методы ее устранения. 

17. Что такое гомо- и гетероскедастичность остатков? 
18. Почему не следует использовать обычный МНК для данных, обладающих свойством 

гетероскедастичности? 
19. В чём состоит суть взвешенного МНК? 
20. Стандартные отклонения остатков увеличиваются линейно при увеличении независи-

мой переменной. Как следует модифицировать исходное уравнение регрессии для достижения 
гомоскедастичности данных? 

21. Сформулировать последовательность применения взвешенного (обобщенного) МНК 
для случая гетероскедастичности. 

22. В чем состоит специфика построения моделей регрессии по временным рядам дан-
ных? 

23. Перечислите основные методы исключения тенденции. Сравните их преимущества и 
недостатки. 

24. Изложите суть метода отклонений от тренда. 
25. В чем сущность метода последовательных разностей? 
26. Какова интерпретация параметра при факторе времени в моделях регрессии с вклю-

чением фактора времени? 
27. Охарактеризуйте понятие автокорреляции в остатках. Какими причинами может быть 

вызвана автокорреляции в остатках? 
28. Что такое критерий Дарбина - Уотсона? Изложите алгоритм его применения для тести-

рования модели регрессии на автокорреляцию в остатках. 
29. Перечислите основные этапы обобщенного МНК. 
30. Приведите примеры экономических задач, эконометрическое моделирование которых 

требует применения моделей с распределенным лагом и моделей авторегрессии. 
31. Какова интерпретация параметров модели с распределенным лагом? 
32. Какова интерпретация параметров модели авторегрессии? 
33. Изложите методику тестирования модели авторегрессии на автокорреляцию в остат-

ках. 
 
Описание технологии проведения 

Средство промежуточного контроля усвоения разделов дисциплины, организованное в виде 
собеседования преподавателя и обучающегося 
 
 

Задания раздела 20.1, п. 1 рекомендуются к использованию при проведении диагностиче-
ских работ с целью оценки остаточных знаний по результатам освоения данной дисциплины. 


